
1. Introduction
Barometric pumping is a natural process that drives gas transport from underground to the ground sur-
face as the atmospheric pressure fluctuates. When barometric pressure increases, it pushes atmospheric 
air into the subsurface. Then as barometric pressure decreases, it pulls the subsurface gases up toward the 
surface. In effect, along with other processes such as thermal convection (Nachshon et al., 2008; Weisbrod 
et al., 2009), wind (Colbeck, 1989; Laemmel et al., 2017; Nachshon et al., 2012), and topographic effects 
(Weeks, 2001), barometric pumping is one of the drivers of subsurface “breathing” causing air exchange 
between the atmosphere and subsurface (Nilson et al., 1991). This process is most effective in porous media 
with preferential flow paths such as open fractures (Stauffer et al., 2019). Barometric-pumping efficiency 
is a measure of the ability of barometric pressure components (individual sinusoids composing the baro-
metric record) to drive air exchange between the atmosphere and subsurface. It takes into account the com-
ponent's frequency, ability to drive air into the subsurface, and ability to extract contaminated air from the 
subsurface to the atmosphere (Harp et al., 2019). Since geologic properties and fracture characteristics vary 
at significantly smaller spatial scales than atmospheric pressures, we limit this analysis to the atmospheric 
potential of barometric-pumping efficiency at each site, referred to as “potential” for brevity hereafter.

Abstract Barometric pumping is a gas transport mechanism that has important implications for 
many applications involving subsurface gas seepage processes. This study provides the first continental-
scale analysis of barometric-pumping efficiency potential based on meteorology. We quantified the 
barometric-pumping efficiency potential at 1,257 locations across the continental US and Canada. The 
results provide continental-scale geographic dependencies of barometric-pumping efficiency potential, 
indicating a significant correlation with latitude and a nonlinear dependence on longitude. The analysis 
also indicates that variability in barometric-pumping efficiency potential decreases with distance from the 
coast and as elevation increases. Locations far from the coastline are more likely to have upper mid-range 
potentials, while higher elevation locations are more likely to have low potentials. The highest barometric-
pumping efficiency potentials are mostly found around the Gulf of St. Lawrence around 50°N. Locations 
along the Atlantic coast exhibit large-scale variations in potentials with a clear increasing trend with 
latitude.

Plain Language Summary We calculate the potential for variations in barometric pressure 
at different geographic locations to extract air and other gases from underground to the ground surface. 
This process is known as barometric pumping, an important process in various applications including 
underground gas leakage, radon gas entry into structures, and contaminated soil remediation. In this 
study, we evaluate the influence of latitude, longitude, elevation, and distance from the coast on the 
potential for barometric pumping based solely on atmospheric pressure records across North America 
(referred to as “potential” here for brevity). We find that latitude has the greatest effect on potential and 
that the highest potentials are found around the Gulf of St. Lawrence around 50°N. We also find that 
variability in potential decreases further from the coast and with high elevations. Generally, more eastern 
longitudes have higher potentials than central and western longitudes for the same latitudes.
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Many subsurface applications are concerned with gas transport driven by barometric pumping. Some ex-
amples include passive soil vapor extraction (Neeper & Stauffer, 2012; You et al., 2010), nuclear test ban 
treaty verification (Bourret et al., 2020; Carrigan et al., 1996; Jordan et al., 2014; Olsen et al., 2016), estimat-
ing aquifer properties (Fuentes-Arreazola, et al., 2018), and estimating air permeability in soils (Lu, 1999; 
Weeks, 1978). Barometric pumping also plays a role in greenhouse gas emission leakage from abandoned 
wells (Levintal et al., 2018, 2020), CO2 leakage from snowpack and soils (Massman, 2006), methane from 
landfills (Christophersen et al., 2001), and to a small extent water vapor from fractured rock (Martinez & 
Nilson, 1999). It also affects leakage of radon from alluvium (Clements & Wilkening, 1974) and natural gas 
from oil and gas boreholes (Forde et al., 2019). Kuang et al. (2013) provide a review of different applications 
affected by barometric pumping. While there have been many studies investigating the physical process 
of barometric pumping concerning these applications, there has not, to our knowledge, been a large-scale 
analysis of geographic trends in potential. Our analysis can inform industrial and environmental processes 
concerned with subsurface gas transport potential at different locations. Geologic conditions (e.g., average 
fracture aperture, matrix porosity, and matrix permeability) can be easily integrated into the analysis to fur-
ther refine the estimate of efficiency for specific geologic settings near the locations in our analysis (Harp 
et al., 2019).

Harp et  al.  (2019) developed an analytical approach based on analytical solutions derived by Nilson 
et al. (1991) that quantifies barometric-pumping efficiency for fractured media. Using barometric records 
from Anchorage, Alaska (AK), Harp et al. (2019) demonstrated that the analytical approach produced re-
sults that are consistent with an independent inverse numerical analysis that identified a characteristic 
component, a single sinusoid over time defined by a period and amplitude that produces nearly identi-
cal gas transport as the actual barometric record. Harp et al. (2020) used a similar analytical approach to 
discriminate between historic events that led to gas seepage versus those that did not at what is now the 
National Nuclear Security Site in southern Nevada, United States (US), a study that focused on geologic 
conditions within a localized geographic area (16 locations within an ∼15 × 15 km2 area). The study indi-
cated that geologic differences even within a localized geographic area can cause significant differences in 
individual component barometric-pumping efficiencies.

In this study, we apply a similar methodology to a large set of US and Canadian locations to determine how 
barometric differences across geographic locations affect potential. We look at the relative differences be-
tween statistical metrics of the distribution of potentials at the locations and their associated representative 
periods and amplitudes. While we ensure that the representative period for Anchorage, AK is consistent 
with Harp et al.  (2019), we do not verify that the periods and amplitudes are characteristic periods and 
amplitudes for all locations in our study. Instead, we focus on the relative differences between locations 
to identify geographic dependencies and refer to the potentials, periods, and amplitudes as representative. 
It has long been recognized that barometric signals generally have greater amplitudes at higher latitudes, 
suggesting that potentials will increase with latitude; however, we find that the highest potentials occur 
around 50°N in North America. We also investigate the dependence of potential on longitude, distance from 
the coast, and elevation.

2. Methods
For each geographic location in our analysis, we first decomposed the barometric-pressure record into a dis-
tribution of individual sinusoidal components defined by their period (period = 2π/frequency) and ampli-
tude using a Fast Fourier Transform. Then we quantified the atmospheric potential for barometric-pumping 
efficiency of each barometric component using the approach from Harp et al. (2019) by finding the diffusive 
efficiency and breathing efficiency associated with each component.

Barometric pumping depends on geologic properties such as fracture and rock properties (Harp et al., 2020; 
Nilson et al., 1991), which can vary greatly across regional and even local scales; however, we use constant 
geologic properties across all locations to focus on large-scale geographic trends based on meteorological 
differences. We used a geologically homogenous subsurface with a porosity of 30% and rock matrix perme-
ability of 1e−16 m2, which is within the typical range of sandstone, limestone, and tuff (Freeze & Cher-
ry, 1979; INTERA, 1983). We used a depth to the water table of 100 m which is very deep for water table 
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depths in North America (greater than 80 m; Fan et al., 2013; Miguez-Macho et al., 2008), but this depth 
occurs at least in the western United States (Lopes et al., 2006; SGMA GW, 2020; Snyder, 2008) and is within 
the range affected by barometric pumping (Neeper,  2002). Future analyses can refine our results by in-
cluding water table depths, although considering that water table depths can vary significantly even at one 
location, this will require a much larger effort than our study. We use a fracture spacing of 10 m, which is 
considered an extremely wide fracture spacing (USBR, 2001) allowing ample rock matrix storage effects to 
be included in the analysis. We used a value of 1 mm fracture aperture, which is within the range of moder-
ately open fracture apertures (1–3 mm; USBR, 2001).

Meteorological differences can vary on the microscale to synoptic scale (e.g., between 2,000 and 10,000 km 
for baroclinic waves, and between 200 m and 2 km for tornadoes; Orlanski, 1975) while Shokri et al. (2019), 
reviewed a variety of studies with horizontal spatial correlation lengths between 0.92 and 3,700 m so the 
meteorologic spatial scale can often be greater than the geologic spatial scale. To be able to estimate gas flux 
at a given location, one would need to account for the geologic properties of the site as well. However, in our 
case, other choices for geologic properties are not expected to significantly alter the relative comparisons of 
the potential provided by our analysis.

Next, we identified the representative components associated with high potentials for each location (i.e., the 
components responsible for the vast majority of the gas transport). We calibrated to the known characteris-
tic period of Anchorage from the independent numerical inverse analysis in Harp et al. (2019), of 7.3 days. 
We first sorted the amplitudes and periods by decreasing potential and calculated the rolling mean of the 
sorted periods, amplitudes, and potentials with a window size of 60 to smooth the data. Smoothing the data 
with a window size of 60 was the smallest window that still allowed us to match the known characteristic 
period of Anchorage. Smaller windows could not result in a characteristic period of 7.3 days likely because 
high-potential, subdiurnal periods tended to overshadow the average. Keeping the window as small as pos-
sible allowed us to avoid over-smoothing the data. We then took the average of the period and amplitude 
distributions weighted by transformed potentials to emphasize the high-potential components. To ensure 
that the results are consistent with Harp et al. (2019), which were confirmed by a numerical inverse anal-
ysis, we nonlinearly transformed the potentials (y = x12.5, where x are the calculated potentials and y are 
the transformed potentials used as weights) to scale the efficiencies to match the characteristic period of 
7.3 days for Anchorage, Alaska. To calculate the representative potential at each location, we took the aver-
age of the 130 highest smoothed potentials (top 1%) to focus on the components responsible for most of the 
gas transport at each location (Harp et al., 2020). See supporting information for more discussion.

3. Data
We compiled 3-years barometric pressure records (altimeter setting data) from January 1, 2016, to Decem-
ber 31, 2018, for all locations from the Iowa State University ASOS airport weather data network (https://
mesonet.agron.iastate.edu/). We converted from altimeter setting to station pressure using MetPy (May 
et al., 2020). We filtered the locations by the following criteria: (a) availability of three years of data, (b) ≤1% 
of the data were missing, (c) the values were within a reasonable range of less than 108.4 kPa and more than 
86.4 kPa (values lower than 91.4 kPa or higher than 106.7 kPa were manually checked and deleted if they 
were outliers because these would be unreasonably high or low values) and (d) no more than 7 consecutive 
days of data were missing. We obtained a uniform temporal data spacing of 1 h using linear interpolation; 
locations with data that could not be interpolated for the full 3 years (different start or end times) were not 
included. We obtained distances to coastlines from NASA's Ocean Biology Processing Group (https://oce-
ancolor.gsfc.nasa.gov/docs/distfromcoast/) with distances provided as discrete points on a 0.04° grid. The 
point closest to each location was chosen.

As is apparent in our analysis, the locations are not evenly distributed spatially since cities may have multi-
ple available records, while rural and especially mountainous areas will likely have fewer. As a result, there 
is an increased density of locations in the eastern US and sporadic coverage in the Rocky Mountain region, 
Canada and Alaska. Using station pressure converted from altimeter setting relies on accurate data for 
elevations (Sorenson & Pauley, 2019). We used the elevations provided by the Iowa State website which gen-
erally relies on a DEM with a resolution of 92.5 m (in the ESRI Elevation World MapServer) because station 
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output does not give the elevation. ASOS stations are usually located in or near airports, so our data is gener-
ally from flatter areas. Elevation errors affect high elevation locations more than lower-elevation locations. 
Also, restricting our analysis to the continental US and Canada means that we only considered locations in 
the northern hemisphere with latitudes between 24.6° and 80.0°N. Mexico was not included because only 
two locations had data that matched our criteria above. Therefore, while we expect that the general trends 
in our results may apply to other continents, the details of the analysis are likely specific to North America.

4. Results
Figure 1 depicts the barometric records and associated barometric-component potential distributions for 
the locations with the highest and lowest representative potentials to illustrate the end-member locations 
in the data set. The distributions contain the potentials for all components extracted from the barometric 
records. The lowest representative potential location is Miami, Fl, US (25.9°N, 80.3°W), while the highest 
is Blanc Sablon, QC, Canada (51.4°N, 57.2°W). The locations are on the Atlantic Coast, with Blanc Sablon 
located on the Gulf of St. Lawrence in eastern Quebec while Miami is on the southeastern end of Florida. 
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Figure 1. (a) Barometric station pressure records (elevation taken into account) and (b) histograms of barometric-
component potentials for locations with the highest (Blanc Sablon, QC, Canada) and lowest (Miami, Fl, US) 
representative potential.
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The barometric records as shown in Figure 1a indicates that Blanc Sablon has a much larger barometric 
amplitude, whereas Miami is generally much more quiescent. In Figure 1b, the distribution of baromet-
ric-component potentials for Blanc Sablon is shifted toward higher values and has a thicker right tail com-
pared to Miami.

Figure 2 contains scatterplots between the representative potentials, representative periods, and representa-
tive amplitudes (referred to simply as potentials, periods, and amplitudes for the remainder of this section). 
The highest potentials are associated with a period between 3 and 4 days located around 50°N in North 
America (Figure 2a). Amplitude versus period (Figure 2b) shows a change in slope around 4 days (50°N) 
but, in general, does continue to increase with the period after that. Most of the periods are between 3 and 
4 days, with an almost vertical slope for potentials (Figure 2a) and, to a lesser extent, amplitudes (Figure 2b) 
for these locations. Locations with latitudes > 60°N typically have periods between 5 and 8 days. The Pear-
son (ρp) and Spearman (ρs) coefficients of 0.78/0.82 between amplitude and period indicate a strong linear 
correlation which is obvious in Figure 2b. Potential is highly correlated with amplitude (ρp = 0.90, ρs = 0.94; 
Figure 2c) and to a lesser extent with a period (ρp = 0.45, ρs = 0.67; Figure 2a).

The bottom row of plots in Figure 2 contains scatterplots between amplitude and potential (Figure 2d) and 
period and potential (Figure 2e). Latitude has high Pearson and Spearman correlation coefficients with 
both periods (ρp = 0.78, ρs = 0.83) and amplitude (ρp = 0.76, ρs = 0.80). Although the Pearson coefficients 
are high for both, the plots suggest some nonlinearity in the correlation. Period versus longitude also has a 
somewhat significant Pearson coefficient at −0.38, although the Spearman correlation is negligible with a 
coefficient of −0.02.
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Figure 2. Comparisons of (a) barometric-pumping efficiency potential with the representative period, (b) representative amplitude with the representative 
period, and (c) representative barometric-pumping efficiency potential with representative amplitude. Colorbar indicates latitude. (d) Representative amplitude 
and (e) representative period with latitude. Colorbar indicates longitude.
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For latitude versus potential, a Pearson's correlation coefficient of 0.65 suggests that the latitude is linearly 
correlated with potential, while a Spearmans coefficient of 0.78 suggests a stronger monotonic correlation 
(Figure 3a). Despite positive linear and a monotonic correlation between latitude and potential, a scatter-
plot between the two indicates that the dependence is better described by a concave nonlinear relationship 
with a maximum of around 50°N (Figure 3a). The bias in the data toward lower latitudes is also apparent in 
Figure 3a. A linear fit between latitude and potential gives an R-squared value of 0.43, while a parabolic fit 
gives an R-squared value of 0.63. While longitude does not exhibit a strong linear or monotonic correlation 
with potential (ρp = 0.18, ρs = 0.22), the structure is apparent in overlapping clusters of locations with simi-
lar longitude in Figure 3a, indicating a more complicated dependence exists than linear and monotonic cor-
relation metrics can identify. For example, there are clusters of locations with longitudes around 70-80°W 
(red points), 80–90°W (orange points), and 115–125°W (green points). Generally, the west coast has lower 
potentials than the east coast for equivalent latitudes. Central locations have the highest potentials at lati-
tudes less than 40°N. The highest potentials overall are located around the Gulf of St. Lawrence (∼40–50°N 
and 55–70°W; Figure 3b). Interestingly, Blanc Sablon is the easternmost site and has the highest potential. 
Extreme western longitudes in Alaska around 50°N also have high potentials. For locations north of 50°N, 
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Figure 3. (a) Potential as a function of latitude. Colors indicate longitude. (b) Map of barometric-pumping efficiency 
potentials. The locations with the highest and lowest potentials are indicated.
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where the potentials begin to decline, the trends associated with longitude for locations less than 50°N be-
come less clear; however, there are also significantly fewer data in this area.

Despite low linear and monotonic correlations for distance to coastline and elevation, scatterplots be-
tween these factors and potential exhibit striking structural dependencies. Note that elevation and dis-
tance to the coastline are strongly monotonically correlated with Spearman's correlation coefficient of 
0.73 (Pearson's coefficient of 0.46) because geographical locations with low elevations are often found 
near coastlines, while the higher elevations often tend to be farther inland. This may also be partly caused 
by the fact that we used airport locations, which are most likely to be situated in flatter areas (valleys) 
rather than in mountainous areas. So locations such as mountains near the coast are not likely to be in-
cluded in our analysis. In North America, locations farthest from the coastline are between 40 and 50°N, 
which is also a latitude band associated with high potential. Coastal locations have a wide range of poten-
tials (Figure 4a). An apparent trend is that as the distance from coastlines increases, potentials become 
generally constrained within a narrowing band. This indicates that inland locations have less variability 
in potential than coastal locations where potentials clearly increase with latitude (e.g., the Atlantic Coast 
in Figure 4b). Elevation has very low correlation coefficients, indicating that it is not linearly or mono-
tonically correlated with potential; however, there is a steep decrease in the upper bound of potential 
as elevation increases. In other words, higher elevations have lower maximum possible potential and a 
narrower range in potentials.

5. Discussion
We identified the geographic factors driving potential on a continental scale using locations across the US 
and Canada. Besides an enhanced understanding of passive atmospheric/subsurface air exchange, under-
standing the influence of these factors on a continental scale has many applications. This study can be used 
to assess geographic differences in barometric-pumping efficiency potential for passive, contaminated-soil 
remediation efforts and the risk of unwanted barometrically induced gas transport such as CO2 leakage 
from geologic storage sites, radon gas entry into structures, and methane leakage during natural gas ex-
traction operations. The representative period can be calculated at a given location using readily available 
barometric records to find a quick estimate of the dominant time interval of barometric pumping and gas 
transport at a location aiding gas seepage site monitoring plans and in predictive transport modeling. This 
study is based solely on differences in barometric records between geographic locations and does not con-
sider geologic conditions. While geologic conditions, such as rock-matrix permeability, will not affect iden-
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Figure 4. Potential as a function of (a) distance from the coast and (b) elevation. Colorbar indicates latitude in both plots.
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tifying the representative component (Harp et al., 2019), they will undoubtedly affect individual component 
potentials and will vary at smaller spatial scales than meteorological conditions.

We developed a nonlinear-weighting scheme based on barometric component potential to ensure that our 
findings are consistent with the characteristic period of 7.3  days for Anchorage, AK (61°N) from Harp 
et al. (2019), which was identified using an independent inverse numerical approach. While previous re-
search has speculated that barometric pumping is predominantly driven by weekly time-frame barometric 
components caused by weather patterns (∼7 days; Nilson et al., 1991; Neeper, 2003; Mourzenko et al., 2014), 
our results indicate that while this is likely true at high-latitudes, dominant periods may be significantly 
shorter at lower latitudes. Most representative periods for latitudes less than 50°N were between 3-4 days. 
Both the representative amplitude and period (Figure 2b) generally increase as latitude increases. This in-
dicates a strong correlation between representative amplitude and period consistent with the findings in 
Harp et al. (2020). Interestingly, there is a considerable decrease in potential for higher latitudes (Figure 2a), 
indicating a reversal in trend around 50°N, a feature that is, also reflected in a distinct change in slope for 
amplitudes versus periods (Figure 2b).

There is a clear increasing trend in potentials along the Atlantic coast (Figure 3b) and to a lesser extent 
along the Pacific coast as you increase latitude until around 50°N. For the Atlantic coast, this trend is mostly 
linear from Florida to the Gulf of St. Lawrence. Low latitude locations along the Pacific coast have low po-
tentials until around 43°N, where potentials are intermediate up to 60°N and increases along the Alaskan 
coast. The Arctic coast has stable potentials, possibly because it is predominantly aligned east-west so that 
latitude is nearly constant. Winter pressure variability caused by winter storm tracks is also greatest along 
the midlatitude coasts, especially along the Atlantic Coast, which may explain why we see high potentials 
along the Gulf of St. Lawrence and lower Alaskan islands (Michaelis et al., 2019). Inland locations farther 
from the coast have much less variability (i.e., smaller ranges of potentials), while central locations have 
their highest potentials for latitudes less than 40°N (i.e., the southern portion of the US). This has important 
implications for the potential for barometric pumping, where particularly along the Atlantic coastline, the 
potential will largely depend on latitude, while latitude will be less critical for inland locations. Another 
important finding is that maximum potential decreases as locations increase in elevation. In other words, 
while low elevations have a wide range of potentials, higher elevations become increasingly restricted to 
lower potentials.

6. Conclusions

•  Latitude is the dominant factor controlling geographic trends in potential. This dependence is striking 
along the Atlantic coast and apparent to a lesser degree along the Pacific coast. The range in potentials 
for a given latitude decreases at locations farther from coastlines, indicating less variability in potential 
within continental interiors

•  Potential appears to have a concave nonlinear dependence on latitude in North America. Potential in-
creases with North American latitudes until around 50°N, after which it begins to decrease

•  Representative period and amplitude (associated with high-efficiency barometric components) increase 
as latitude increases. This is consistent with the fact that, in general, barometric signals are noisier at 
higher latitudes

•  Longitude is a less dominant factor than latitude in potential. For latitudes, less than 40°N, mid-longi-
tude North American locations generally have their highest potentials, followed by eastern and western 
locations. Generally, the east coast exhibits higher potentials for a given latitude than the west coast

•  While low elevation locations have a wide range in potentials, as elevation increases, the maximum 
potentials, and their range decrease

Data Availability Statement
The barometric record data and data retrieval script was from the Iowa State University ASOS website 
(https://mesonet.agron.iastate.edu/). The coastal distance data was from NASA's Ocean Biology Processing 
Group (https://oceancolor.gsfc.nasa.gov/docs/distfromcoast/).
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